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ABSTRACT— Because of the unpredictable nature 

of rainfall patterns and global climatic fluctuations, 

rainfall prediction is a difficult undertaking. Forecasts 

of the amount of rain fall can avoid floods and even 

aid in agricultural production of crops. Rainfall 

prediction is made easier by machine learning, which 

makes use of obscure patterns found in past weather 

data. This paper uses a machine learning 

classification algorithm to predict rainfall. Of the total 

data, 80% is the training data and 20% is the tested 

data. Analysis is done on the number of actual and 

expected forecasts. It is discovered that the employed 

classification model is 80% accurate. The accuracy 

metrics of numerous other machine learning methods 

are also contrasted. 
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I. INTRODUCTION 
Precipitation forecasting is an essential part 

of weather forecasting since erratic precipitation can 

lead to overflow or dry conditions, preventing floods 

and droughts while safeguarding infrastructure and 

human lives. Climate change is projected to cause 

floods and other extreme events to occur more 

frequently and with disastrous consequences [1]. 

Furthermore, as India is an agricultural country, 

forecasting precipitation is crucial to the growth of 

crops. It warns people to prepare ahead of time and 

shield their crops from rain. There are three categories 

for weather forecasts: short-, medium-, and long-term 

forecasts. Forecasts for a few hours are related to 

short-term forecasts. Forecasts for the medium term 

span four to ten days, while those for the long term 

span more than ten days. When it comes to flood 

forecasting, short- and medium-term projections are 

useful[2]. 

Because rainfall is erratic, predicting it is 

seen to be a difficult undertaking. One of the things 

that contributes to this unpredictability, threatens 

communities, and keeps them growing is climate 

change[3]. Therefore, it is essential to forecast rainfall 

accurately. When compared to conventional models 

that rely on statistics, it is discovered that intelligent 

prediction models produce better results. However, 

based on accuracy, these intelligent models' output 

can still be enhanced. This research uses a machine 

learning approach to predict rainfall. Given that 

numerous techniques exist for machine learning the 

paper focus on the classification method that, based on 

the model's training, distinguishes all of the provided 

data and contributes to a better forecast. In this paper, 

other supervised-learning-based machine learning 

approaches are also compared for better accuracy. It 

can be concluded that the used classification method 

outperformed all other classifiers, demonstrating the 

method's successful implementation for precipitation 

prediction. 

 

II. RELATED WORK 
Multiple linear regression and neural 

networks are used to predict rainfall, as Patil [7] 

demonstrates. Maqaleh[8] discusses two approaches 

for forecasting: one is based on statistical models, and 

the other is developed using an artificial neural 

network. Box-Jenkins model is utilized as first 

technique which is utilized to compute time series. 

The second approach, which improves the weights of 

a back propagation neural network by utilizing 

adaptive slope and momentum parameter, is a 

modified artificial neural network model. Rahman[9] 

utilizes AI strategies, for example, Choice Tree, 

Gullible Bayes, K-Closest Neighbors, and Backing 

Vector Machines their expectation precision are 

reinforced by fluffy rationale. Machine learning and 

artificial neural networks are compared by Dutta[10]. 

LASSO regression is used in machine learning, which 

is more accurate than the artificial neural network 

method... Gupta[13] broke down that brain networks 

convey further developed impacts than any of 

different calculations with 10 neurons in secret layer. 

K. R. uses clustering and classification data mining 
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methods to predict rainfall. Mishra[15] executes Feed 

Forward Brain Organization (FFNN) for anticipating 

the precipitation. Nigam [16] showed that 

Straightforward Repetitive Brain Organization 

accomplishes further developed outcome on 

precipitation expectation in spite of the fact that 

LSTM is better for temperature expectation. 

According to Kadam [5], using machine learning 

techniques, it is likely to accurately predict rainfall.. 

system and shuffled frog leaping algorithm. The 

model was implemented on data taken from two 

different rivers and it was concluded that the model 

gave better results than simple adaptive neuro –fuzzy 

inference system.  

                       

III. PROPOSED WORK 
According to Gupta's analysis [13], neural 

networks outperform all other algorithms with ten 

neurons in the hidden layer in terms of impact. K. 

R.[14] uses data mining approaches for rainfall 

prediction, including clustering and classification. 

Feed Forward Neural Network (FFNN) is used by 

Mishra[15] to forecast rainfall. Nigam [16] shown that 

while LSTM is superior for temperature prediction, 

Simple Recurrent Neural Networks perform better 

when it comes to rainfall prediction. Kadam [5] 

suggests that using machine learning techniques 

would probably result in an efficient Rainfall 

prediction. training is done and the test set is one 

which helps in making predictions. The classification 

is done using Random Forest classifier which gives 

outcome in form of YES and NO  for the forecast of 

rain and this forecast is compared with the actual rain 

conditions in the study area. The proposed approach 

gives an overall 80% model accuracy.   

 

 
Rainfall Prediction Model 

 

A. Random Forest Classifier 

The Random Forest classifier constructs its 

building pieces from decision trees. From the 

provided dataset, a random sample is selected, and a 

decision tree is built for each sample. The decision 

tree's predictions for each sample are based on the 

least amount of correlation between them. Larger 

datasets yield higher accuracy results from the random 

forest classifier. In addition, the Random Forest 

Classifier requires less training time than previous 

methods. The Python code that was used to construct 

the Random Forest Classifier is seen below. When the 

suggested model's Random Forest classifier is being 

implemented, the value of Since more trees result in 

better accuracy and the random state is set to 0, the 

number of estimators (n) is chosen to be 140. 

 

IV. RESULTS AND DISCUSSIONS 
Finding the differences between the actual 

forecast and the projected forecast is made easier by 

using the Rainfall prediction model, which is 

implemented shows the result that the model 

produced. Four scenarios are taken into consideration 

while counting the actual and predicted rainfall. 

When there is absolutely no rainfall seen, Case 1 

holds that both the actual and predicted quantities are 

erroneous. Case 2 presents the actual rainfall as 

erroneous and the anticipated rainfall as occurring. It 

illustrates how, despite the weather forecast's 

indications of rain, there was really no rainfall seen. 

In Case 3, the forecast is shown as false and the 

actual forecast as true. This indicates that rain fell on 

the days when no rain estimate was made. Case 4 

accepts as true both the actual and predicted results. 

In this case, the observation and the actual rainfall-

causing meteorological conditions match exactly. 

The likelihoods for the actual and predicted 

forecasts for each of the four scenarios are detailed in 

Table 1. It is evident that 70% of predictions and 

actuals agree that there won't be any rain tomorrow. In 

the event that there is no rain, even if the rain forecast 

was verified, there are just 4% of chances. Eleven 

percent of the chances happened while it was really 

raining but it wasn't expected to rain tomorrow. 

Nonetheless, 15% of the time, the next day was 

predicted to be a wet day and the exact amount of rain 

fell as expected. Thus, 80% of the total possibilities 

showed accurate findings when comparing the 

predicted and actual amounts of rain for tomorrow. As 

a consequence, the model that was used produced the 

best results when all significant factors that affect 

rainfall and assistance were taken into account. 
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A. Comparison of results 

In order to determine whether results will 

improve, a machine learning approach compares 

several supervised learning classifiers, such as Naive 

Bayes, support vector machines, K nearest neighbors, 

and Random Forest, based on accuracy. Based, it can 

be concluded that the Random Forest Classifier has 

the highest accuracy of 80%, followed by K nearest 

neighbor (KNN) with 75% accuracy and Naive Bayes 

with 76% accuracy. The support vector machine 

(SVM) has the lowest accuracy, at 43%. 

 

V. CONCLUSION 
Forecasting rainfall is crucial for organizing 

food production, preventing floods, and efficiently 

managing water resources. This article uses a machine 

learning classification approach to improve rainfall 

prediction forecasts. The Random Forest classifier 

was used here because, in contrast to other methods, it 

can tolerate missing values and a big dataset with less 

training time because the majority of rainfall datasets 

available had irregular patterns. With 80% accuracy, it 

has produced the best outcome. When compared to 

alternative approaches, the suggested framework 

produced the best results, demonstrating an 

improvement in the findings. Future research will use 

this method to justify its use with a wider range of 

datasets. 
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